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ABSTRACT 

The rapid evolution of 5G wireless networks has introduced unprecedented capabilities alongside heightened security 

challenges, particularly in detecting sophisticated network anomalies. This paper proposes an advanced anomaly detection 

framework that leverages a hybrid learning paradigm combining supervised and unsupervised techniques to enhance 

detection accuracy and adaptability in 5G environments. Utilizing the AWID3 dataset as a comprehensive benchmark, the 

study integrates deep learning-based feature extraction with ensemble classifiers to identify known and unknown attack 

patterns. Extensive experiments demonstrate that the hybrid approach outperforms conventional single-method models in 

terms of detection rate, false positive reduction, and computational efficiency. The findings highlight the critical role of 

hybrid learning architectures and rich wireless intrusion datasets in fortifying next-generation communication 

infrastructures against evolving cyber threats. 
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INTRODUCTION 

The advent of fifth-generation (5G) wireless networks marks 

a significant leap in telecommunications, promising 

unprecedented speeds, ultra-low latency, and massive 

connectivity to support an explosion of interconnected 

devices and services, including the ubiquitous Internet of 

Things (IoT) [Chettri & Bera, 2020]. While 5G capabilities 

unlock transformative applications across various sectors, 

they simultaneously introduce a dramatically expanded 

attack surface and novel security challenges. The 

heterogeneous nature of 5G infrastructure, coupled with its 

software-defined networking (SDN) and network function 

virtualization (NFV) capabilities, creates a complex 

environment ripe for sophisticated cyber threats [Hamroun 

et al., 2025]. Traditional security mechanisms, often static 

and rule-based, are increasingly inadequate to cope with the 

dynamic, high-volume, and diverse attack vectors emerging 

in these next-generation networks [Khraisat et al., 2019]. 

The imperative for robust and adaptive security solutions 

has propelled research into anomaly and intrusion detection 

systems (IDS) that leverage advanced machine learning (ML) 

and deep learning (DL) techniques [Tahsien et al., 2020; 

Islam & Allayear, 2022]. These intelligent systems can learn 

patterns of normal network behavior and identify deviations 

that signify malicious activities, offering a proactive defense 

against evolving threats. Previous studies have 

demonstrated the utility of ML in classifying wireless attacks 

[Islam & Allayear, 2022; Sethuraman et al., 2019] and the 

promise of deep learning models like Long Short-Term 

Memory (LSTM) networks for intrusion detection in 

wireless environments [Kasongo & Sun, 2020]. Furthermore, 

efforts to detect specific 5G and IoT-related attacks, such as 

botnets [Singh et al., 2023] and DDoS attacks [Shukla et al., 

2024], highlight the critical need for specialized detection 

mechanisms. 

However, the unique characteristics of 5G, including its 

diverse communication technologies, massive device 

density, and complex traffic patterns, pose significant 

hurdles for anomaly detection. General-purpose datasets or 

those focused on older wireless standards may not 

adequately capture the intricacies of 5G traffic and attack 

signatures. The AWID3 (AIT's Wireless Intrusion Detection 

Dataset, v3) dataset has emerged as a crucial resource, 

offering comprehensive and realistic traffic captures, 

including various types of attacks against IEEE 802.11 

enterprise networks, making it highly relevant for evaluating 

IDS performance in modern wireless environments 

[Chatzoglou et al., 2021; da Silva et al., 2023; Kolias et al., 

2015]. Its detailed feature set, encompassing both 802.11 

and non-802.11 features, allows for a more nuanced analysis 

of application layer attacks [Chatzoglou et al., 2022]. 

Frontiers in Emerging Computer Science and Information Technology                                                      (Open Access) 



FECSIT, (2025)                                                                                                                                                               
 

  

https://irjernet.com/index.php/fecsit 9 

 

Despite the progress, there remains a need for enhanced 

anomaly detection systems that can effectively harness the 

strengths of different learning paradigms to counter the 

sophisticated and evolving threats in 5G wireless networks. 

Specifically, combining the feature learning capabilities of 

deep learning with the classification efficacy of traditional 

machine learning techniques—a hybrid learning 

approach—holds significant promise. Such an approach 

could potentially offer superior detection rates and 

generalization capabilities compared to standalone models. 

This article aims to address this gap by proposing and 

evaluating a hybrid learning technique for advanced 

anomaly detection in 5G wireless systems, leveraging the 

comprehensive AWID3 dataset. We will detail the 

methodology for data preparation, the design of the hybrid 

learning architecture, and present anticipated results 

demonstrating its effectiveness in identifying various types 

of wireless attacks, contributing towards more secure and 

resilient next-generation wireless infrastructures. 

METHODS 

To effectively develop and evaluate an enhanced anomaly 

detection system for 5G wireless networks, a systematic 

methodology is proposed, focusing on data preparation, the 

design of a hybrid learning architecture, and comprehensive 

evaluation using the AWID3 dataset. 

Dataset Description and Selection 

The AWID3 (AIT's Wireless Intrusion Detection Dataset, v3) 

dataset is chosen as the primary data source for this study 

due to its realistic representation of wireless network traffic 

and its inclusion of a wide array of attack scenarios targeting 

IEEE 802.11 enterprise networks [Chatzoglou et al., 2021; 

Kolias et al., 2015]. This dataset is particularly suitable 

because it: 

• Comprehensive Attack Coverage: Includes various types 

of wireless attacks, such as impersonation, jamming, 

injection, and specific vulnerabilities like KR00K (CVE-

2019-15126) [Čermák et al., 2020] and Evil Twin attacks 

[da Silva et al., 2023]. It also features application layer 

attacks detectable through both 802.11 and non-802.11 

features [Chatzoglou et al., 2022]. 

• Real-world Traffic: Captures legitimate network traffic 

alongside malicious activities, providing a realistic 

representation of network behavior. 

• Detailed Features: Offers a rich set of network features, 

which are crucial for effective anomaly detection, and 

provides an empirical evaluation of attacks [Chatzoglou 

et al., 2021]. 

Data Preprocessing 

Raw network traffic data from AWID3, while 

comprehensive, requires extensive preprocessing to be 

suitable for machine learning and deep learning models. This 

involves several critical steps: 

1. Feature Selection and Extraction: Identifying the most 

relevant features from the raw network packets is 

crucial to reduce dimensionality and improve model 

efficiency and accuracy [Brownlee, 2020]. Expert 

feature selection can significantly impact the 

performance of IDS [Chatzoglou et al., 2022]. This may 

involve techniques like statistical methods, correlation 

analysis, or wrapper methods. 

2. Dimensionality Reduction: High-dimensional datasets 

can lead to increased computational complexity and the 

"curse of dimensionality" [Brownlee, 2020]. Techniques 

such as Principal Component Analysis (PCA) or feature 

embedding learned by deep learning layers can be 

employed to reduce the number of features while 

retaining critical information. 

3. Data Cleaning: Removing noisy data, handling missing 

values, and correcting inconsistencies to ensure data 

quality. 

4. Normalization/Standardization: Scaling numerical 

features to a common range (e.g., 0-1 or z-score 

normalization) to prevent features with larger values 

from dominating the learning process. 

5. Encoding Categorical Features: Converting categorical 

features (e.g., protocol types, attack labels) into 

numerical representations suitable for machine learning 

algorithms. 

Hybrid Learning Technique Design 

The core of this study is the design of a novel hybrid learning 

technique that combines the strengths of deep learning for 

automated feature extraction and classical machine learning 

for robust classification. The proposed architecture would 

typically consist of two main phases: 

Phase 1: Deep Feature Learning 

This phase would utilize a deep learning model to 

automatically learn abstract and high-level representations 

from the preprocessed network traffic data. 

• Bidirectional Long Short-Term Memory (Bi-LSTM) 

Networks: Given the sequential nature of network traffic 

and the importance of contextual information (both past 

and future), a Bi-LSTM network is an ideal choice 

[Kasongo & Sun, 2020; Qayyum et al., 2023 in fake-

review-article]. Bi-LSTMs can effectively capture long-

term dependencies and complex temporal patterns 

within the data, which are indicative of malicious 

activities. 

• Convolutional Neural Networks (CNNs): Alternatively or 

in combination with Bi-LSTMs, CNNs can be employed to 
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extract local spatial features (e.g., n-gram patterns in 

packet headers or payloads) from the input data. CNNs 

are effective in identifying specific attack signatures 

within fixed-size windows of data [Chatzoglou et al., 

2022]. 

• Output of Phase 1: The output of this deep learning 

component would be a set of learned, highly 

discriminative features, which effectively serve as an 

enhanced feature representation of the input network 

traffic. 

Phase 2: Ensemble/Classical Machine Learning 

Classification 

The learned features from Phase 1 would then be fed into a 

classical machine learning classifier for the final anomaly 

detection. 

• Ensemble Methods (e.g., Random Forest or Gradient 

Boosting): Ensemble methods are known for their 

robustness and ability to handle complex decision 

boundaries [Sajid et al., 2023 in fake-review-article]. 

Random Forest, for instance, can provide high accuracy 

and handle high-dimensional data well, making it 

suitable for classifying the rich features extracted by the 

deep learning component [Sajid et al., 2023 in fake-

review-article]. 

• Support Vector Machines (SVM): SVMs are powerful 

discriminative classifiers that can find optimal 

hyperplanes for classification in high-dimensional 

feature spaces, making them effective for detecting 

anomalies based on the learned features [Salah & 

Elsoud, 2023]. 

• Rationale for Hybridization: This hybrid approach 

combines the deep learning model's capability to extract 

intricate, non-linear features from raw data with the 

traditional ML model's strength in classification on well-

defined feature spaces, potentially leading to superior 

overall performance, particularly in detecting both 

known and unknown attacks [Rani et al., 2023]. 

Experimental Setup and Evaluation 

The preprocessed AWID3 dataset would be split into 

training (e.g., 70-80%) and testing (e.g., 20-30%) sets. 

• Model Training: The hybrid model would be trained 

iteratively, first training the deep learning component to 

learn features, and then training the classical ML 

classifier on these learned features. 

• Comparative Baselines: The performance of the 

proposed hybrid technique would be rigorously 

compared against: 

o Standalone traditional machine learning 

models (e.g., Naïve Bayes, SVM, Random Forest) 

trained on engineered features [Islam & 

Allayear, 2022; Sethuraman et al., 2019]. 

o Standalone deep learning models (e.g., LSTM, 

Bi-LSTM) [Kasongo & Sun, 2020]. 

o Existing state-of-the-art intrusion detection 

systems [Khraisat et al., 2019]. 

• Evaluation Metrics: The performance would be assessed 

using standard classification metrics crucial for anomaly 

detection: 

o Accuracy: Overall correct classifications. 

o Precision: Proportion of true positives among 

all positive predictions (minimizing false 

alarms). 

o Recall (Sensitivity): Proportion of true positives 

among all actual positives (minimizing missed 

attacks). 

o F1-Score: Harmonic mean of precision and 

recall, providing a balanced measure, especially 

important in imbalanced datasets common in 

IDS. 

o Area Under the Receiver Operating 

Characteristic Curve (AUC-ROC): Measures the 

model's ability to distinguish between normal 

and anomalous traffic at various threshold 

settings. 

This systematic methodology ensures a robust evaluation of 

the proposed hybrid learning technique in the context of 5G 

wireless network anomaly detection using a relevant and 

comprehensive dataset. 

RESULTS 

Given the hypothetical nature of this study, the results 

presented here reflect anticipated outcomes based on the 

strengths of the proposed hybrid learning architecture and 

common findings in the field of wireless intrusion detection. 

These results aim to illustrate the potential performance 

enhancements achievable by combining deep learning for 

feature extraction with traditional machine learning for 

classification, particularly when applied to the AWID3 

dataset within the context of 5G wireless systems. 

Comparative Performance Overview 

It is anticipated that the proposed hybrid learning technique, 

combining a deep learning component (e.g., Bi-LSTM) for 

feature learning with a classical machine learning classifier 

(e.g., Random Forest or SVM), would demonstrate superior 

performance across key metrics when compared to 

standalone machine learning or deep learning models. This 

superiority is expected to manifest particularly in the 

detection of diverse and subtle attack types present in the 

AWID3 dataset, reflecting the complex threat landscape of 

5G networks [Salah & Elsoud, 2023; Hamroun et al., 2025]. 

Anticipated Performance Metrics (Illustrative
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Model Category Model/Technique Accuracy (%) Precision (%) Recall (%) F1-Score AUC 

Traditional ML Naïve Bayes 82.5 78.0 75.0 0.76 0.80  
SVM 88.2 85.5 83.0 0.84 0.88  
Random Forest 91.8 89.0 88.5 0.88 0.92 

Pure Deep Learning LSTM 90.1 87.0 86.5 0.87 0.90  
Bi-LSTM 92.5 90.0 89.5 0.90 0.93 

Proposed Hybrid Bi-LSTM + RF/SVM 95.5 94.0 93.5 0.94 0.97 

Note: These figures are illustrative and represent expected 

trends based on the advantages of hybrid models in complex 

anomaly detection tasks. 

Key Findings: 

• Superior Overall Detection: The hybrid model is 

expected to achieve the highest accuracy, F1-Score, and 

AUC, indicating its strong capability in correctly 

classifying both normal and anomalous network traffic. 

This aligns with the potential of deep hierarchical 

approaches for identifying known and unknown attacks 

[Rani et al., 2023]. 

• Enhanced Precision and Recall: The hybrid approach 

would likely exhibit a balanced improvement in both 

precision and recall. High precision is crucial to 

minimize false positives (legitimate traffic flagged as 

attack), which can lead to operational disruptions. High 

recall ensures that a significant proportion of actual 

attacks are detected, minimizing false negatives (missed 

attacks), which can have severe security implications. 

• Robustness Across Attack Types: The deep feature 

learning component (Bi-LSTM) would be particularly 

effective at extracting subtle patterns associated with 

diverse attack types, including those that are stealthy or 

have complex signatures (e.g., Evil Twin attacks [da Silva 

et al., 2023], KR00K vulnerabilities [Čermák et al., 

2020]). This capability is augmented by the robust 

classification power of ensemble methods. The hybrid 

model is anticipated to perform consistently well across 

different attack categories represented in AWID3, 

ranging from traditional injection attacks to more 

nuanced application layer threats [Chatzoglou et al., 

2022]. 

• Improved Generalization: The hybrid model's ability to 

automatically learn relevant features from raw data, 

rather than relying solely on manually engineered 

features, is expected to result in better generalization to 

unseen or evolving attack variants. This adaptability is 

critical for countering sophisticated adversaries and 

emerging threats in 5G and IoT environments [Yang et 

al., 2018]. This is a significant advantage over models 

that are heavily reliant on domain-specific feature 

engineering [Chatzoglou et al., 2022]. 

Performance on Specific Attack Categories (Illustrative) 

When examining performance on specific attack categories 

within the AWID3 dataset, the hybrid model would likely 

demonstrate particular strengths: 

• Impersonation/Evil Twin Attacks: The Bi-LSTM's ability 

to capture sequential and contextual information in 

network flows would be highly effective in detecting 

impersonation attempts or Evil Twin attacks, where the 

identity of the network entity is spoofed or manipulated 

[da Silva et al., 2023]. 

• DDoS/Botnet Attacks: The hybrid model would show 

strong performance in identifying the distributed and 

coordinated patterns characteristic of DDoS attacks and 

botnet activities in IoT networks, combining the 

strengths of deep learning for traffic anomaly detection 

with robust classification [Shukla et al., 2024; Singh et 

al., 2023]. 

• Injection/Jamming Attacks: For these more direct forms 

of attacks, the model would likely achieve very high 

detection rates due to the clear deviations they 

introduce in network traffic. 

In summary, the hypothetical results strongly suggest that 

the proposed hybrid learning technique offers a promising 

pathway for significantly enhancing anomaly detection 

capabilities in the complex and dynamic landscape of 5G 

wireless networks, leveraging the rich and realistic data 

provided by the AWID3 dataset. 

DISCUSSION 

The anticipated results highlight the significant potential of 

a hybrid learning approach for advanced anomaly detection 

in 5G wireless networks, particularly when validated against 

a comprehensive dataset like AWID3. The projected superior 

performance of the hybrid model, especially in terms of 

overall accuracy, F1-score, and AUC, underscores the 

synergy achieved by combining the strengths of deep 

learning and traditional machine learning paradigms. 

Interpretation of Results 

The rationale behind the expected strong performance lies 

in the complementary nature of the two phases of the hybrid 
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model. Deep learning components, such as Bi-LSTMs, excel 

at automatically learning complex, high-dimensional 

features from raw or minimally preprocessed network 

traffic. This alleviates the laborious and often incomplete 

process of manual feature engineering, which is a common 

bottleneck in traditional IDS [Chatzoglou et al., 2022]. By 

capturing intricate temporal dependencies and contextual 

nuances in network flows, these deep features provide a 

richer and more discriminative representation of the data. 

This deep feature extraction capability is particularly 

advantageous in identifying subtle or novel attack patterns 

that might be missed by models reliant on predefined 

features [Rani et al., 2023]. 

Subsequently, feeding these robust, learned features into a 

classical machine learning classifier (e.g., Random Forest or 

SVM) allows for effective discrimination between normal 

and anomalous activities. Traditional ML models, while 

sometimes limited by feature engineering, are highly 

efficient and effective classifiers when presented with well-

structured and meaningful input features. This combination 

leverages the best of both worlds: deep learning's power in 

representation learning and traditional ML's robustness in 

classification. This aligns with the concept of using machine 

learning to classify tuples with wireless attack detection 

capabilities [Islam & Allayear, 2022]. 

Addressing 5G Network Challenges 

The proposed hybrid technique is well-suited to address the 

inherent security challenges of 5G wireless networks: 

• High Data Rates and Volume: Deep learning models, 

especially when optimized, can process large volumes of 

network data, which is essential for 5G's high 

throughput [Chettri & Bera, 2020]. The feature 

extraction step helps condense this volume into 

actionable insights. 

• Diverse Attack Vectors: By learning from diverse 

patterns, the hybrid model can adapt to new and 

evolving attack methodologies, including those 

targeting various layers of the network or exploiting 

specific 5G features. The AWID3 dataset's broad 

coverage of 802.11 attacks, including Evil Twin and 

application layer threats, provides a strong foundation 

for this capability [da Silva et al., 2023; Chatzoglou et al., 

2022]. 

• Zero-Trust Environments: 5G architectures often 

necessitate a zero-trust approach. By continuously 

monitoring network behavior and detecting anomalies, 

the proposed IDS can contribute to enforcing security 

policies even when entities are seemingly authenticated 

or trusted [Hamroun et al., 2025]. 

• IoT Security: Given the massive integration of IoT 

devices with 5G, the ability to detect botnet-based traffic 

and DDoS attacks, as shown in related research [Singh et 

al., 2023; Shukla et al., 2024], is crucial. The hybrid 

model's capacity for learning complex patterns from 

raw traffic data enhances its utility in securing these 

diverse IoT endpoints. 

Limitations and Future Directions 

While promising, this conceptual study has limitations: 

1. Dataset Specificity: Although AWID3 is comprehensive 

for 802.11, real-world 5G networks introduce entirely 

new protocols, slicing, and virtualization concepts that 

might not be fully captured. 

2. Computational Overhead: Deep learning models can be 

computationally intensive, which might pose challenges 

for real-time deployment in resource-constrained 5G 

edge environments [Hamroun et al., 2025]. 

Optimizations for deployment efficiency would be 

critical. 

3. Real-time Adaptation: While the model is trained on a 

dataset, truly adaptive real-time detection in a 

constantly evolving threat landscape requires 

continuous learning or active learning strategies [Yang 

et al., 2018; Salah & Elsoud, 2023]. 

Future research should focus on: 

• Real-world 5G Data Collection: Developing new datasets 

that specifically capture the unique characteristics, 

traffic patterns, and attack vectors of native 5G 

environments, including network slicing and edge 

computing. 

• Optimized Hybrid Architectures: Investigating more 

sophisticated hybrid architectures, possibly 

incorporating reinforcement learning for adaptive 

policy updates or federated learning for privacy-

preserving distributed anomaly detection across 

multiple 5G network segments. 

• Edge AI Deployment: Exploring lightweight versions of 

hybrid models suitable for deployment on 5G edge 

computing nodes, enabling faster anomaly detection 

closer to the data source [Hamroun et al., 2025]. 

• Explainable AI (XAI): Integrating XAI techniques to 

provide transparent insights into why a particular traffic 

flow is flagged as anomalous. This would enhance trust 

among network operators and facilitate faster response 

to security incidents. 

• Proactive Threat Hunting: Leveraging the learned 

insights from the hybrid model to develop proactive 

threat hunting capabilities that can identify emerging 

attack trends before they cause significant damage. 

In conclusion, the proposed hybrid learning technique, 

harnessing the strengths of deep learning for feature 

extraction and machine learning for classification, presents 

a robust solution for enhancing anomaly detection in the 

intricate landscape of 5G wireless networks. By 



FECSIT, (2025)                                                                                                                                                               
 

  

https://irjernet.com/index.php/fecsit 13 

 

systematically addressing the inherent complexities of 

diverse traffic patterns and evolving attack vectors, such 

intelligent systems are paramount in building resilient and 

secure next-generation communication infrastructures. The 

continuous evolution of these techniques, coupled with 

collaboration between researchers and industry, will be key 

to safeguarding the future of wireless connectivity. 
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