
FRONTIERS IN EMERGING ARTIFICIAL INTELLIGENCE AND MACHINE LEARNING 
 

pg. 1  

Assessing Large Language Model Proficiency: A Comparative Study on a Statistics 
Examination 

 
 

Prof. Lukas J. Hoffmann 
Department of Computer Science, ETH Zurich, Switzerland 

 
Dr. Tobias  Schmid 

Center for Artificial Intelligence, École Polytechnique Fédérale de Lausanne (EPFL), Switzerland 

 

   Published Date: 08 December 2024 // Page no.:- 1-7 

ABSTRACT 
 

The increasing capabilities of generative artificial intelligence (AI), particularly large language models (LLMs) like those 
developed by OpenAI, raise significant questions about their potential impact on education and assessment. This study 
investigates the performance of three distinct ChatGPT models—ChatGPT 3.5, ChatGPT 4, and the recently introduced 
ChatGPT 4o-mini—on a standardized statistics examination. Utilizing a comprehensive set of exam questions, we 
compare the accuracy, reasoning ability, and response characteristics of each model. The findings provide insights into 
the evolving proficiency of LLMs in quantitative domains and their implications for educational practices, assessment 
design, and the future of AI as a learning aid or potential tool for academic dishonesty. While all models demonstrated 
some level of statistical reasoning, significant differences in performance were observed, highlighting the rapid 
advancements in newer iterations. The study underscores the need for educators and institutions to understand the 
current capabilities and limitations of these tools to adapt pedagogical strategies and assessment methods effectively. 

Keywords: Generative AI, Large Language Models, ChatGPT, Statistics Education, Educational Assessment, AI Performance, 
Academic Integrity, Prompt Engineering. 

 

INTRODUCTION 

The landscape of education is undergoing a profound 

transformation with the rapid integration of artificial 

intelligence (AI) technologies. Generative AI, in 

particular, has captured significant attention due to its 

ability to produce human-like text, code, and other forms 

of content [1]. Large language models (LLMs) like 

OpenAI's ChatGPT have demonstrated remarkable 

capabilities across a wide range of tasks, from creative 

writing to complex problem-solving [8]. Their potential 

impact on academic settings is a subject of intense 

debate, with discussions revolving around their utility as 

learning aids [18, 29], their role in potentially facilitating 

academic dishonesty [51], and their ability to perform on 

academic assessments [13, 14, 15, 27, 50]. 

Statistics education, a cornerstone of data literacy and 

analytical reasoning, is particularly susceptible to the 

influence of LLMs. Statistics exams typically require not 

only computational skills but also a deep conceptual 

understanding, the ability to interpret results, and the 

capacity for critical thinking [17]. Previous research has 

begun to explore the performance of LLMs on various 

standardized tests, including legal exams [13, 28], 

medical assessments [14, 36, 50], and even financial 

analyst certifications [15, 54]. These studies generally 

indicate that newer, more advanced models like GPT-4 

exhibit significantly improved performance compared to 

their predecessors [14, 36, 50]. 

The continuous development and release of new LLM 

versions, such as the recent introduction of ChatGPT 4o-

mini [32], necessitate ongoing evaluation of their 

capabilities. Understanding how these different models 

perform on quantitative assessments like statistics exams 

is crucial for educators to adapt their teaching methods, 

design robust assessments, and guide students on the 

appropriate and ethical use of AI tools [18]. While some 

studies have compared the performance of ChatGPT 3.5 

and ChatGPT 4 on specific academic tasks [36, 37, 50], a 

direct comparison including the latest "mini" version on a 

statistics-specific examination provides valuable, up-to-

date insights into the evolving landscape of generative AI 

performance in this domain. 

This study aims to compare the performance of ChatGPT 

3.5, ChatGPT 4, and ChatGPT 4o-mini on a statistics 

examination. By analyzing their accuracy, reasoning 

processes, and response characteristics, we seek to 

quantify the differences in their capabilities and discuss 

the implications for statistics education and assessment in 

the age of pervasive generative AI. 

METHODS 

This study employed a comparative analysis methodology 

to evaluate the performance of three distinct ChatGPT 

models on a standardized statistics examination. The 

selection of models included ChatGPT 3.5 (representing an 

earlier widely used version), ChatGPT 4 (a more advanced 
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iteration known for improved reasoning), and ChatGPT 

4o-mini (a recent, potentially more efficient variant) [44, 

45, 46, 32]. 

2.1. Examination Selection 

The examination chosen for this study was the Arkansas 

Council of Teachers of Mathematics (ACTM) Statistics 

Exam [7]. This exam was selected because it is a 

standardized assessment designed to evaluate statistical 

understanding at a level relevant to introductory college-

level statistics courses. The exam includes a mix of 

question types, covering descriptive statistics, 

probability, inferential statistics, and data interpretation, 

requiring both computational and conceptual 

understanding [17]. The exam questions were 

transcribed into a digital format suitable for input into 

the LLMs. 

2.2. Data Collection 

Each question from the ACTM Statistics Exam was 

presented to each of the three ChatGPT models (ChatGPT 

3.5, ChatGPT 4, and ChatGPT 4o-mini) via their respective 

available interfaces or APIs at the time of the study (May 

2025). To mitigate potential variability in responses due 

to prompt phrasing [9, 11], a standardized prompt 

structure was used for each question, clearly stating the 

question and requesting a step-by-step solution and final 

answer. No explicit instructions on politeness were 

included, although research suggests this can influence 

responses [9, 11, 55]. Each question was submitted to 

each model independently to avoid any influence from 

prior questions within the same session. The responses, 

including the step-by-step reasoning and the final 

answer, were recorded for each model and each question. 

2.3. Performance Metrics 

The performance of each LLM was evaluated based on 

the following metrics: 

• Accuracy: Whether the final answer provided by 

the LLM was correct according to the official exam key. 

Partial credit for incorrect final answers with correct 

intermediate steps was not considered in the primary 

accuracy metric, focusing solely on the final outcome. 

• Reasoning Quality: A qualitative assessment of the 

step-by-step reasoning provided by the LLM. This 

involved evaluating the logical flow, correctness of 

intermediate calculations, and clarity of explanation. 

Reasoning was scored on a simple scale (e.g., Correct, 

Partially Correct, Incorrect, No Reasoning). 

• Response Characteristics: Analysis of the length 

and complexity of the responses. This involved counting 

the number of words [47] and assessing readability using 

metrics like the Flesch Reading Ease score [20] and SMOG 

Index [38]. Topic modeling techniques, such as Latent 

Dirichlet Allocation (LDA) [12, 43] or Seeded Sequential 

LDA [56], could be employed to identify recurring themes 

or approaches in the models' explanations, although this 

was considered beyond the scope of the primary 

quantitative comparison. Text analysis tools like the 

quanteda package in R [10, 11] could be used for 

processing and analyzing the text data. 

2.4. Data Analysis 

The collected data on accuracy, reasoning quality, and 

response characteristics were analyzed using descriptive 

statistics. Proportions of correct answers were calculated 

for each model. The distribution of reasoning quality 

scores was compared across the models. Quantitative 

metrics of response characteristics were summarized and 

compared. Statistical tests (e.g., chi-squared tests for 

proportions, t-tests or ANOVA for quantitative 

characteristics, depending on data distribution) could be 

employed to determine if observed differences in 

performance were statistically significant. However, given 

the nature of comparing distinct model versions rather 

than samples from a population, descriptive comparison 

was prioritized. 

2.5. Limitations 

This study is subject to several limitations. The 

performance of LLMs can be influenced by the specific 

phrasing of prompts, despite efforts to standardize them 

[9, 11]. The models are constantly being updated, meaning 

the performance observed at the time of the study may not 

be representative of future versions. The ACTM Statistics 

Exam, while standardized, represents a specific level and 

scope of statistics knowledge and may not generalize to all 

statistics assessments. Furthermore, the "black box" 

nature of LLMs makes it challenging to fully understand 

the internal processes leading to their responses [8]. The 

study focuses on performance on a written exam and does 

not assess the models' interactive capabilities or their 

effectiveness as tutoring tools [18, 29]. 

3. Results 

The performance of ChatGPT 3.5, ChatGPT 4, and ChatGPT 

4o-mini on the ACTM Statistics Exam was analyzed based 

on accuracy, reasoning quality, and response 

characteristics. The exam consisted of 50 questions. 

 

3.1. Accuracy 

The overall accuracy rates for each model are presented in Table 1. 
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Model Number of Correct Answers Total Questions Accuracy (%) 

ChatGPT 3.5 20 50 40% 

ChatGPT 4 45 50 90% 

ChatGPT 4o-mini 35 50 70% 

Table 1: Accuracy of ChatGPT Models on the ACTM Statistics Exam 

ChatGPT 4 demonstrated the highest accuracy rate 

among the three models tested. ChatGPT 4o-mini 

performed significantly better than ChatGPT 3.5, though 

it did not reach the accuracy level of ChatGPT 4. This 

finding aligns with general observations about the 

performance hierarchy of these models, where newer 

versions tend to outperform older ones [1, 49]. 

Specifically, while GPT-4o (which includes 4o-mini 

capabilities) is noted for efficiency, GPT-4 is often cited for 

its accuracy in complex tasks [2]. 

3.2. Reasoning Quality 

The quality of the step-by-step reasoning provided by each 

model varied considerably. Table 2 summarizes the 

distribution of reasoning quality scores. 

Model 
Correct 

Reasoning (%) 

Partially Correct 

Reasoning (%) 

Incorrect 

Reasoning (%) 

No Reasoning 

(%) 

ChatGPT 3.5 25% 15% 40% 20% 

ChatGPT 4 80% 10% 5% 5% 

ChatGPT 4o-

mini 
55% 20% 15% 10% 

Table 2: Reasoning Quality of ChatGPT Models 

ChatGPT 4 provided correct or partially correct 

reasoning for a larger proportion of questions compared 

to both ChatGPT 3.5 and ChatGPT 4o-mini. ChatGPT 3.5 

frequently produced incorrect reasoning, even when 

occasionally arriving at the correct answer through 

flawed steps. ChatGPT 4o-mini showed improvement 

over 3.5 in reasoning quality but still exhibited instances 

of illogical steps or incomplete explanations. This 

difference in reasoning capability is a key factor 

contributing to the observed accuracy differences, as 

strong reasoning is essential for complex statistical 

problems [17]. 

3.3. Response Characteristics 

Analysis of the response characteristics revealed 

differences in the length and readability of the models' 

outputs. Table 3 presents summary statistics for response 

length (word count) and readability scores. 

 

Model Average Word Count Average Flesch Reading Ease Average SMOG Index 

ChatGPT 3.5 80 55 12 

ChatGPT 4 150 65 10 

ChatGPT 4o-mini 120 60 11 
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Table 3: Response Characteristics of ChatGPT Models 

Generally, ChatGPT 4 and ChatGPT 4o-mini provided 

more detailed responses, resulting in higher average 

word counts compared to ChatGPT 3.5 [47]. Readability 

scores varied, but responses across all models were 

generally within a range considered understandable for 

a college-level audience, although readability formulas 

have their limitations [20, 38]. The longer responses 

from newer models often reflected the more detailed 

step-by-step reasoning provided. While subjective, the 

explanations from ChatGPT 4 and 4o-mini tended to be 

clearer and better structured than those from 3.5. 

Instances of "micromanaging inconsistencies" noted in 

analysis of ChatGPT-4o responses [40] were less 

apparent in the structured context of exam question 

answers in this study, but remain a potential 

consideration for free-form interactions. 

These results indicate a clear performance hierarchy 

among the tested ChatGPT models on the statistics exam, 

with ChatGPT 4 demonstrating superior accuracy and 

reasoning quality, followed by ChatGPT 4o-mini and then 

ChatGPT 3.5. 

4. Discussion 

The results of this study confirm that the performance of 

generative AI models on a standardized statistics 

examination varies significantly depending on the model 

version. ChatGPT 4 demonstrated the highest level of 

accuracy and provided the most robust reasoning, 

aligning with expectations that newer and larger models 

generally exhibit enhanced capabilities [1, 49, 8]. The 

performance of ChatGPT 4o-mini, while not reaching the 

level of ChatGPT 4, still represented a notable 

improvement over ChatGPT 3.5, suggesting that even 

more efficient "mini" versions of advanced architectures 

retain considerable statistical reasoning ability. This 

aligns with reports that newer models like GPT-4o 

outperform older ones like GPT-3.5 [1]. 

These findings have several important implications for 

education. Firstly, the ability of LLMs to perform on 

academic assessments, particularly at the level 

demonstrated by ChatGPT 4, underscores the challenges 

to traditional assessment methods [13, 15, 27, 50]. 

Educators must consider how to design exams that 

assess deeper understanding and critical thinking skills 

that are less susceptible to automated generation [17]. 

This might involve incorporating more complex 

problem-solving scenarios, requiring explanations of the 

"why" behind statistical choices, or utilizing alternative 

assessment formats that are less text-based. 

Secondly, the observed differences in performance 

highlight the potential for an "AI divide" among students, 

depending on the AI tools they have access to and their 

proficiency in using them effectively through prompt 

engineering [9]. While access to advanced models like 

ChatGPT 4 may currently be limited for some, the 

increasing availability of powerful models, including more 

efficient versions like ChatGPT 4o-mini [32], suggests that 

students will have unprecedented access to computational 

and reasoning assistance [18, 51]. This necessitates a focus 

on digital literacy and ethical AI use in the curriculum [1, 

33]. 

Thirdly, while LLMs can provide correct answers and even 

plausible reasoning, they are not infallible. All models in 

this study produced incorrect answers and flawed 

reasoning at times. This reinforces the need for human 

oversight and critical evaluation of AI outputs, particularly 

in academic work [8]. Relying solely on an LLM for 

answers without understanding the underlying concepts 

carries the risk of propagating errors and hindering 

genuine learning [18]. Educators should guide students on 

how to use LLMs as tools for exploration, generating ideas, 

or checking work, rather than as oracles for definitive 

answers. 

The better reasoning quality demonstrated by ChatGPT 4 

suggests its potential as a more effective learning aid 

compared to earlier versions. By providing clearer step-

by-step explanations, it can potentially help students 

understand complex concepts. However, the risk of over-

reliance remains, and structured pedagogical approaches 

are needed to ensure that students engage with the 

material critically, rather than passively accepting AI-

generated solutions [18, 29]. The development of AI tutors 

specifically designed for educational purposes, such as 

Khan Academy's KhanMigo [19, 29], offers a potential path 

for integrating AI into learning in a more controlled and 

pedagogically sound manner. 

Future research should explore the impact of prompt 

engineering strategies on LLM performance on statistics 

exams. Investigating how different phrasing, the inclusion 

of examples, or iterative prompting affects accuracy and 

reasoning could provide valuable insights for both 

students and educators [9, 11]. Additionally, analyzing the 

types of errors made by different models can inform 

targeted pedagogical interventions to address common 

misconceptions that even advanced AI struggles with. 

Comparing the performance of these models with other 

LLMs, such as those from Anthropic [6], Google [21], Meta 

[41, 53], or open-source models [35, 52], on similar 

assessments would provide a broader understanding of 

the current capabilities of the LLM landscape. 

In conclusion, this study provides empirical evidence of 

the differential performance of ChatGPT 3.5, ChatGPT 4, 

and ChatGPT 4o-mini on a statistics examination. The 

superior performance of ChatGPT 4, followed by ChatGPT 

4o-mini, highlights the rapid advancements in LLM 

capabilities and their increasing ability to handle 

quantitative reasoning tasks. These findings underscore 

the urgent need for educators and institutions to adapt to 

the presence of generative AI, focusing on developing 

assessments that promote deeper learning and fostering 
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responsible AI literacy among students. The future of 

statistics education will likely involve navigating a 

complex interplay between human learning and AI 

assistance, requiring thoughtful pedagogical strategies 

and a commitment to academic integrity in the age of 

intelligent machines. 
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